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Abstract: Recent studies have shown a growing tendency for trade to have an undetected effect
on business cycle synchronisation. This seems to be due to an increase in the analysis comprising
data from developing countries, advances in the control of the endogeneity of trade variables
using instrumental variables, and the use of various control variables as explanatory variables
other than trade variables. This study examines how the networking of trade, in which numerous
countries participate, changes the relationship between trade and business cycle synchronisation
in two countries. Thus, we examine the possibility that business cycle linkage would increase if
countries with common trading partners had the same impact on each other from a third country
rather than having a direct impact on each other. The analysis results indicate that trade
networking enhances business cycle linkages, but bilateral trade has no such effects. This result
is confirmed when tradables are divided into final and intermediate goods.
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1. Introduction

International business cycle synchronisation is closely related to the theory
of the optimal currency area, and the euro area in Europe exclusively. This
is an essential research theme at a time when economic integration is
advancing in various parts of the world. It is also beneficial to know the
degree of claudication and the mechanism of economic claudication in each
country and region when the entire global economy deteriorates, such as
the current Corona shock, and the Lehman shock in 2008-09, when
considering the process of subsequent economic recovery.

Numerous previous studies have focused on the role of trade as a factor
affecting business cycle linkage. Recent studies have focused on the effects
of trade in final goods and trade in intermediate goods (intra-industrial
trade) on business cycle linkage in response to the global expansion of the
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international production network. Additionally, analysis have been
conducted in paired developed countries and in developing countries.
Moreover, because the volume of bilateral trade, which explains business
cycle linkage, is endogenous, research has focused on controlling its
endogeneity.

Considering the results of research in this field in recent years, there
have been an increasing number of cases in which the effects of trade on
increasing business cycle synchronisation have not been clearly detected.
This may be attributed to the increasing number of studies, including those
on developing countries, the clarification of the specificity of developing
countries (Calderon et al. 2007; Li 2017 & Lee 2019), the methodology for
adjusting the endogeneity of trade variables using instrumental variables,
and the methodology for adopting control variables other than trade.

The effect of trade on business cycle linkage between pairs of developed
and developing countries is detected differently because inter-industrial
rather than intra-industrial trade is predominant in pairs of developing
countries; thus, the economies of the countries involved in trade tend to
move asymmetrically. However, economies tend to comove among
industrialised countries, as horizontal intra-industry trade, which exchanges
differentiated final goods belonging to the same industry, is predominant.

Regarding the adjustment of the endogeneity of trade variables, the fixed
effects of two country pairs (geographical proximity, cultural, and linguistic
approximation, etc.) have traditionally been used as instrumental variables.
In such cases, the fixed missing variables are supplemented; however, there
is no guarantee that endogeneity will be sufficiently resolved. Therefore,
recent studies use tariff rates, which are exogenous policy variables affecting
trade, as instrumental variables (Duval et al. 2016). Regarding control
variables other than trade, the estimation considers the effects of monetary
and fiscal policies (Li 2017).

This study focuses on the effects of international trade networking as a
control variable, other than trade. As the European Central Bank (2019)
analyses in detail, the formation of a global production network has led to
the establishment of a structure in which input and output activities are
connected in a complex manner between different countries and industries.
Some countries and industries become hubs in the network, and more
efficient trade is performed through the hub. Because the two countries do
not trade independently with each other, it is expected that the link between
trade and business cycles will change. Thus, it is possible that business cycle
linkage will increase if countries with common trading partners are similarly
influenced by third countries, rather than being directly influenced by each
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other. This study analyses the relationship between trade and business cycles
by considering the effect of this networking after indexing the extent to
which two particular countries belong to a common trade network. The
results indicate that trade networking enhances business cycle linkages, but
bilateral trade has no such effects. This result remains unchanged when
tradable goods are divided into final and intermediate goods; final goods
are divided into investment and consumer goods, and intermediate goods
are divided into goods and services. Thus, estimates that do not incorporate
network effects cannot detect the correct correlations between trade and
business cycle linkage, and the results of this study are likely to affect major
changes in future research in this area.

The remainder of this paper is organised as follows. Section 2 summarises
previous research on the relationship between trade and business cycle
synchronisation. Section 3 introduces an estimation method that considers
network effects. Section 4 describes the data used and how the explanatory
and dependent variables are created. Section 5 explains the results of the
analysis, and Section 6 concludes the paper.

2. Literature Review

This section summarises previous studies on the relationship between
business cycle linkage and trade.

Frankel and Rose (1998), the seminal paper of this field, studied how
the currency union, trade, and business cycles are interrelated. These three
events were considered interrelated endogenous events; however, they
concluded that an increase in international trade increased the correlation
of business cycles.

Since then, research on the impact of international trade and financial
flows on international business cycle synchronisation has been conducted,
but the contributions of Baxter and Kouparitsas (2005) and di Giovanni and
Levchenko (2010) are of particular importance for the relationship between
trade and international business cycles, which this study focuses on. The
former study used data from more than 100 countries, including both
developed and developing countries, and reaffirmed that bilateral trade
increases the correlation of business cycles. This comprehensive study used
explanatory variables, such as (1) bilateral trade, (2) total trade of the two
countries, (3) similarity of the industrial structure, (4) production factor
endowments, and (5) gravity variables (economic size and distance between
two countries). They concluded that the similarity of the industrial structure
and currency union had no effect on business cycle synchronisation, which
contrasted with previous studies.
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Di Giovanni and Levchenko (2010) examined the different effects of trade
on the business cycle by focusing on its contents rather than on the entire
trade. The results revealed that trade in parts and other intermediate goods,
rather than final goods, increases the correlation of business cycles. The
results of this analysis are extremely crucial, given that international trade,
which was traditionally centered on final goods, has shifted its weight to
the exchange of intermediate goods since the 2000s (Figure 1). The
importance of the effects of trade in intermediate goods on global business
cycles has been confirmed in subsequent studies ( Francois & Gaillard 2019;
European Central Bank 2019).
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Figure 1: The share of intermediate goods in total trade from developed to developing
countries (%)

Source: OECD TiVA Databasehare

This study examines how the relationship between trade and the
business cycle changes with and without considering trade networking
effects. Apart from introducing trade networking effects, the characteristics
of this study can be summarised as follows. These were based on those of
previous studies. (1) We further analysed the contents of intermediate goods
by industry to clarify the types of intermediate goods that affected the
business cycle. (2) We extracted two types of business cycle components
from GDP data: short- and long-term. (3) We clarified the relationship
between trade and business cycles in the pair of developed countries and in
pairs that included developing countries.

(1) is based on the results of a recent study on economic development,
in which the input of services have become crucial in developing economies
that have been rapidly developing since the 2000s by accepting direct
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investment from developed countries (Jones 2011 & Leal 2015). Regarding
the international productivity gap, which has a major impact on long-term
economic growth, Leal (2015) argued that “In addition to the size of
productivity gaps among different sectors, the way sectors are
interconnected with each other through input-output relationships can affect
our assessment regarding the importance of each of them on economic
development.” The inefficiency of the service industry, which has a high
input ratio to other industries, can influence the productivity of other
industries, and thus, of the country at large. Leal (2015) concluded that of
importance is not the difference in the level of productivity of some
industries (particularly manufacturing) but rather the degree of impact on
other industries (the degree of influence). We focus on the roles of the
services industry.

(2) refers to the results of studies that used econometric modeling to
analyse the global business cycle (Aguiar & Gopinath 2007; Comin et al.
2014). Comin et al. (2014) analysed the asymmetric relationship between
developed and developing countries using a dynamic stochastic general
equilibrium model. The motivation for this analysis was that the linkage
between the business cycles of developed and developing countries was
observed in the medium and long-term cycles, which were longer than the
usual short-term cycle (with the U.S.-Mexican relationship in mind). The
conclusion was drawn that direct investment and the imports and exports
of intermediates, in which technologies were embodied, were behind such
phenomena.

(3) is an area in which research has progressed in recent years against
the backdrop of progress in data development, the acceleration of growth
in developing countries in the 2000s, and the heightened presence of
developing countries in the world economy.

In Calderon et al.’s (2007) relatively early study in this area, data from
147 countries, including developed and developing countries, were used to
identify the following three points. First, they discovered that the effect of
closer trade on business cycle linkage between developed countries is greater
than that between pairs of developing countries or pairs of developed and
developing countries. Second, the cross-term of the density of trade relations
and industrial structure were analysed in addition to other explanatory
variables, and the coefficients were estimated to be significant. Thus, there
was a synergistic effect in which the effect of trade on business cycle linkage
increased with the similarity in the industrial structures of the two countries.
Third, the difference in the effect of trade in paired developed and
developing countries on business cycle linkages is due to the different trade
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structures; the pairs of developing countries mainly engaged in inter-
industrial trade rather than intra-industrial trade. However, there is a
tendency for industrialised economies to comove because these countries
are mainly engaged in intra-industry trade, in which differentiated final
goods belonging to the same industry are exchanged.

Focusing on the differences in the effects of inter- and intra-industry
trade on business cycle linkage, Li (2017) compared the magnitude of their
effects on business cycle linkage. In addition to the effect of trade variables,
Li (2017) analysed the effect of monetary and fiscal policies on business
cycle linkage using data from developing countries in East Asia, Japan, the
United States, and Europe. Consequently, whereas intra-industry trade has
a relatively strong positive effect on the linkage of the economy, the effect
of inter-industry trade is almost insignificant. The expansion of intra-
industrial trade in East Asian developing countries, unlike in the case of
pairs of developed countries, is attributed to the increase in the so-called
vertical intra-industrial trade associated with the international division of
labour that develops in the Asian region. Regarding the effects of the
economic policy variables, the effect of the degree of fluctuation of the
exchange rate between the two countries (a proxy for asynchronous
monetary policy) was strong.

The results of previous studies indicate that trade affects business cycle
linkage differently between developed and developing country pairs (or
when a developing country is included as one of the pairs). The key was the
difference in the roles of intra- and inter-industrial trade in the economy.
Although this conclusion remains unchanged, two previous studies related
to this issue have been presented, each of which presents a new perspective.

Since Frankel and Rose (1998), almost all analyses of the relationship
between trade and business cycles have been conducted using gross trade
data. Conversely, Duval et al. (2016) used value-added trade data (so-called
net-based export data, which excludes the value of imported intermediate
goods to produce exports from gross exports) to analyse the linkage between
trade and business cycles. Value-added trade data are used because the
GDP data used for extracting the business cycle is the added value. Exports
do not change the GDP when productive activities depend heavily on
foreign intermediate goods and do not produce added value. An analysis
using value-added trade data found that trade reduces business cycle
linkage in the case of pairs of developing countries and conversely increases
the linkage in the case of pairs of developed countries. However, Duval et
al. (2016) did not analyse trade by industry, but merely by using the total
amount of trade.
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Lee (2019) analysed in detail, the mechanism by which imports and
exports affect business cycle linkage. Lee (2019) revealed that the domestic
input-output relationship served as an intermediary between trade and
the macroeconomic cycle. Particularly, when the business cycle linkage
between the exporting and importing countries increases, it becomes
evident that the upstream industries of the exporting countries (industries
supplying intermediate goods in the process of producing exports) were
related to synchronisation. Moreover, such a mechanism worked only in
the case of trade in manufactured goods, and could not be confirmed in
the case of trade in services. Lee (2019) limited the scope of the analysis to
the linkage between trade of South Korea and foreign countries and their
business cycle synchronisation but focused on the relationship between
trade and the input structure of trade goods and paid attention to the
differences between goods and services, which can be said to be related to
this study.

Compared with previous studies, it has become difficult to confirm the
effects of trade on increasing business cycle linkage in recent studies.
Underlying this trend is the fact that research using data from developing
countries has increased and the specificity of developing countries, as
mentioned above, has become apparent. Additionally, differences in
estimation methods may also have an effect. Therefore, the method for
adjusting the endogeneity of trade variables using instrumental variables
and that for adopting control variables other than trade are related. This
study focuses on the network effect as an extension of the control variables,
in accordance with previous studies. To the author’s best knowledge, no
previous research has attempted to detect the impact of trade networking
on business cycles by considering other kinds of control variables adopted
in previous research.

3. Analytical method

OWe consider the following explanatory variables using the correlation
coefficients of the business cycles of two economies as dependent variables.
The first is the trade variable (the strength of trade between the two
countries, thatis, the index of the sum of the exports to each country divided
by the sum of their GDP, “Trade” in the equation below), and the second is
the degree of correlations between technological shocks of the two countries
(“Technology”). The third explanatory variable is the correlation between
monetary and fiscal policies between the two countries (“Policy”). These
two economic policy variables are indexed to determine whether the two
countries have the same (or opposite) policy direction.
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The fourth is the other control variables (“Controls”). The degree of
openness of the two countries (the index obtained by dividing the sum of
the two countries” exports and imports by the sum of the two countries’
GDP), networking effect (the degree of similarity of the trading partners
other than the two countries in question), and regional dummy are added.
The degree of openness between the two countries represents their
susceptibility to foreign shocks through exports and imports. Therefore, it
was expedient to include them as control variables to extract the effects of
trade and technological and economic policy shocks on the business cycle.

The networking effects focus on considering the possibility that business
cycle linkage may be enhanced if countries with common trading partners,
other than the countries concerned, are similarly affected by third countries.
The calculation method and data sources for each variable are described
later in this study.

The estimation equation can be summarised as follows, using the
correlation coefficient (Corr) of the business cycles of the two countries (i,j)
as the dependent variable.

Corr(ijt)=a0+ad Trade(ijt)+ a2 Technology(ijt )+ e3Policy (ijt)+ cAControls(ijt)+ £(ijt)
(1)

The trade variable (Trade), which is the focus among the explanatory
variables, uses the International Input-Output Table (WIOD) to divide trade
as a whole into final goods and intermediate goods by stage of production,
and then divide each into industry and final demand. The trade variable is
calculated by dividing the value by GDP, which represents the strength of
the trade linkage between the two countries. We prepare two types of trade
variables for intermediates; the export GDP ratio for products (agriculture,
forestry, fisheries, mining and industry, and manufacturing) input to the
other country, and the export GDP ratio for services input to the other
country. Final goods trade is classified into consumer and investment goods.

In the above estimations, to address endogeneity of trade variables,
average tariff rate data for each country were collected with reference to
previous studies (Duval et al., 2016), and the mean values were calculated
for each of the two countries as instrumental variables. Then estimates were
conducted using the generalised method of moments. The exogeneity of
the instrumental variables was verified, and the results of the Sagan test are
shown for each estimation formula in the estimation results table. We
discovered that the null hypothesis that the instrument variables are not
correlated with the error term cannot be rejected in all estimates; thus, the
instrument variables are appropriate.
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4. Data

This section categorises the data covered by the study into four: (1) countries
and periods to be analysed, (2) dependent variables, (3) explanatory
variables, and (4) instrumental variables. Regarding the explanatory
variables, we explain the source and calculation methods for the following
seven variables: (a) trade variables, (b) technology shocks, (c) monetary
policy shocks, (d) fiscal policy shocks, (e) external openness, (f) trade-
networking effects, and (g) dummy variables.

Countries and Periods of Analysis

This study includes 39 countries: 30 developed and 9 developing countries
that are subject to the WIOD, which are sources of trade data. The developed
countries are Australia, Austria, Belgium, Canada, Cyprus, Czech Republic,
Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland,
Italy, Japan, Korea, Latvia, Lithuania, Luxembourg, Netherlands, Poland,
Portugal, Slovakia, Slovenia, Spain, Sweden, Taiwan, the United Kingdom,
and the United States. The developing countries are Brazil, Bulgaria, China,
India, Indonesia, Russia, Mexico, Romania, and Turkey. The classification
of developed and developing countries was based on the World Bank’s
method. We constructed 741 country-pairs from 39 countries. For each
period, we calculated the correlation coefficient of the business cycle,
strength of trade relationships, degree of correlation of technology and
economic policy shocks, and trade-network effect for each pair of countries.
Subsequently, we regressed the correlation coefficient of the business cycle
on other variables that served as explanatory variables. The analysis period
was the data-recording period of the WIOD statistics from which trade
variables were obtained. The estimation was conducted over four
periods:1995Q1-1999Q4 (Phase 1), 2000Q1-2004Q4 (Phase 2), 2005Q1-
200904 (Phase 3), and 2010Q1-2014Q4 (Phase 4).

Dependent variable

Using the Hodrick—Prescott filter (HP filter), we extracted short- and long-
term business cycle components from quarterly real GDP data (the data
sources are International Financial Statistics of IMF and national SNA
statistics) and calculated the correlations. The constant é followed several
previous studies and was set at 1600 and 400000 for the short- and long-
term cycles, respectively.

Explanatory variables

(a) Trade variables: Trade variables are classified into seven patterns based
on the industry and production stage. The seven categories for trade
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variables were total, total intermediate goods, total final goods, intermediate
goods (agriculture, forestry and fisheries, mining, and manufacturing),
intermediate services, consumer goods, and investment goods exports.
Trade strength (trade intensity) was calculated by dividing the sum of the
two countries” exports by their GDP. Relevant trade and GDP data were
extracted from the WIOD. The available data were from 1995 to 2014.

(b) Correlation between technology shocks: The similarity of each country’s
industrial structure was indexed; the larger this value (the closer the industrial
structure), the greater the approximation of the technology shock. The
assumption was that technological shocks depend on the industrial structure.
The degree of correlation between the technological shocks (industrial
structural approximation) in the two countries (i j) was calculated as follows:

Ll 16 56
Correlation between technology shocks = T | .T.(s) - stj (s) | 2)

T(s) is the value of the production by industry (s). Industry classifications
were based on the WIOD classifications. 35 classifications were for 1995—
2009 and 56 classifications were for 2010-2014. This reflected the difference
in the share of each industry in the two countries. If the industrial structure
is perfectly identical, use one. The data source for this variable is the WIOD.

(c) Correlation between monetary policy shocks: Monetary policy shock
calculates the volatility of the paired bilateral exchange rates. The greater
the degree of volatility, the more the monetary policy shocks affected by
both countries is considered to be different, and it is expected that there
will be a negative impact on the comovement of business cycles. The source
of the exchange rate data was the International Financial Statistics (IMF).

(d) Correlation between fiscal policy shocks: In a fiscal policy shock, the fiscal
balance GDP ratio is regressed on the GDP gap. The residual was taken,
and this was regarded as the structural fiscal balance (fiscal policy shock)
that removes the impact of the business cycle on the fiscal balance. This
tiscal policy shock was calculated for each of the two countries and the
correlation coefficients were calculated. The data sources were the Fiscal
Monitor (IMF), and National Accounts at a Glance (OECD).

(e) Degree of external openness: The degree of external openness was
derived by dividing the total value of exports and imports of the two
countries by their total value of GDP and is an index that evaluates the
degree of external openness of the two countries rather than the relationship
between the two countries. The higher the degree of openness, the more
likely it is to be affected by bilateral trade relations and shocks. The source
of the data was the World Development Indicators (World Bank).
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(f) Networking effect: The networking effect index is an index of the extent
to which two countries have common trading partners. We included this in
the control variable list because the same impact from third countries may
increase business cycle synchronisation. Using the trade value (T) with the
third country (k), the share of the total trade value was calculated, and the
difference in the share between the two countries was taken. The closer the
composition of the trading partners of the two countries, the more they
belong to the same trade network. The stronger the degree of similarity, the
closer the index s to 1.
| T +T,: T+ Ty, |

1

ki, j 3
! ‘Zkll—;%k + Tkai ZkT]'ak + Tk*)j‘ ( )

1
Networking Effect Index = 1- EZ
The third countries to be calculated for each country-pair comprised 37
countries, excluding the two parties from the 39 countries to be analysed.
The bilateral trade data used for computation were downloaded from the
IMF’s Direction of Trade Statistics (DOT). DOT data for 37 countries
accounted for approximately 80% of the total value of exports and imports
in each country, and the networking effect index calculated using these data
accurately represents the strength of the network of two country pairs.

(g) Dummy variable: To determine whether the impact of trade strength
on business cycle linkage differs between pairs of developed countries and
those that include developing countries (one or both pairs of developing
countries), adummy variable with a pair including developing countries as
one was prepared, and a coefficient dummy was given to trade variables.
Regional dummies were set for the Euro Area (18 countries), the European
Union (24 countries including the United Kingdom, which were members
of the analysis period), East Asia (China, Taiwan, Indonesia, Korea, and
Japan), and three North American countries (Canada, the United States,
and Mexico) to confirm regional differences.

Instrumental variable

The trade variables in the explanatory variables are interrelated with
business cycle movements and endogeneity is assumed. Therefore, we used
the mean tariff rates of the two countries and lagged trade variables as the
instrumental variables. Tariff data were obtained from the World Bank.?

5. Results

The estimation results of the estimation formulas presented in Section 3 are
explained below. Table 1 presents the estimation results with the correlation
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coefficients of short-term business cycles as dependent variables, and Table
2 presents the estimation results with the correlation coefficients of long-
term business cycles as dependent variables. Table 1(1) includes network
effects, whereas Table 1(2) does not. Seven estimation results are presented
in each table. From the left, the estimation results use the following trade
variables as explanatory variables: total trade, trade in total intermediate
goods, trade in total final goods, trade in intermediate goods (agriculture,
forestry and fisheries, mining and industry, and manufacturing), trade in
intermediate services, trade in consumer goods, and trade in investment
goods. The explanatory variables shown vertically at the far left are trade
variables (trade GDP ratio between the two countries, strength of trade
relations), correlations of technological shocks, correlations of monetary
policy, correlations of fiscal policy, average degree of external openness of
the two countries, and networking effects. Regarding model selection, all
estimates were made using the fixed-effect model because it was selected
using the Hausman test.

First, we present the estimation results using short-term cyclical data
(Table 1).

As shown in Table 1(1), when network effects are considered, excluding
the case of trade in intermediate services, the networking effects are
estimated significantly as positive coefficients, as expected. However, no
significant results were obtained for any of the other variables, excluding
technology shocks. Some trade intensity and fiscal policy variables obtained
significant results but under the opposite sign conditions. The results in
Table 1(2), which do not include the networking effects, are almost identical
to those in Table 1(1). Table 1(2) does not indicate the effect of the trade
variable on increasing the comovement of the business cycle. Additionally,
all monetary and fiscal policy variables for which significant results under
assumed sign conditions were not obtained in Table 1(1) are also insignificant
under the assumed sign conditions. From these results, it is evident that the
results of previous studies, in which the strengthening of trade relations
enhanced business cycle linkage, indicated a spurious correlation. In the
situation where trade relations are becoming more complicated because of
the globalisation of economic activities, the idea that bilateral trade relations
have the effect of linking the business cycles of two countries has become
uncertain. The results are similar to those in Table 2, which uses long-term
business cycle data. However, regarding the long-term cycle, the coefficients
associated with monetary and fiscal policy variables are significantly
estimated with the expected sign condition when the networking-effect
index is added to the explanatory variables.



61

Trade Networking and Business Cycle Synchronisation

‘04,01 PUB %G ‘9T a3 1e JuedyrudIs a1e Ay} SAedIPUL , “4, “yyy “SISYIUSIEd UI 1€ SIOLIS pIepuelg

(8250) (¥1£°0) (¥26°0) (¢T270) (z¥0°0) (1%2°0) (T11°0) (enyea-q)
91TT felei SL¥0 (448! 7L1°8 961'F 8009 arenbs-1y) 3593 uedeg
PO 10220 002€°0 10%€°0 041€°0 8910 8910 ‘q'S
€TTe €TTT €TTe €TTT €TTT €TTe €TTT suoneAIasqO
mm% mm% m&% mm% mm% m®> mm% muumwww ﬁwxﬂ HN&%
SOX SaK S9K Sax SaK SaK SaK s109530 paxy rred-Arpuno)
(21%°0) (165€0) (F19%°0) (¢¥¥¥0) (885¢°0) (6£9¢€0) (8%9¢°0)

we IEPET « SSL6'C 05250 s COFFI x  0ST80 6780 » G0€8°0 $)23332 Sup[I0MIdIN
(1650°0) (z€21°0) (6050°0) (9290°0) (%0500 (9050°0) (S050°0)
£%80°0 6€€1°0 £890°0 LFP1°0 8990°0 £690°0 68900 ssouuad
(£210°0) (86€0°0) (6510°0) (1£10°0) (¢st0°0) (9610°0) (¢s10°0)

wxe €800 1€70°0- s F9€0°0- s 6EP0°0- s €97E°0- xx LEEO0-  «x CPEOO- £or04 1edsL]
(90€0°0) (8£90°0) (0520°0) (6820°0) (0520°0) (0%20°0), (zve00)
8¢T0°0 194070~ 0%10°0- ¥P10°0 8020°0- 9810°0- €610°0- £o10g A1erouoy
(z99¢0) (z806'T) (€92¥°0) (929¢0) (TL¥€0) (81%¢°0) (zeveo)

s SEF0T #  SGTOF sxe 8GFET xxx POETT xxx SIGTT  xxx  CCST'T  sxx 8SPIT ASorouyday
(£¥01°0) (¥¥e6'0) (6290°0) (€1%1°0) (68€0°0) (8€0°0) (z8€0°0)

wxe €€LTO- T6£C°T- 81¥0°0 s 8LFE0- Sr10°0- 6410°0- €710°0- apeif,
JuauLSaaUl SU0d Q49S7JUJ purjug Jourg g 1v30],

papnjour spoaffo SuryiomiaN

Sa19A2 W433-140YS

$3193339 SUD[IOM}aU Y}IM Bjep [EDI[IAD ULId)-}10ys Sursn sjynsai uorewr}sa YL (I)T d[qeL



Journal of Quantitative Finance and Economics. 2023, 5, 1

62

‘04,01 PUB %G ‘9T a3 1e JuedyrudIs a1e Ay} SAdIPUL , “4, “yyy “SISUSIERd UI 1€ SIOLID pIepuelg

(¥€5°0) #9¢°0) (206°0) (8%£°0) (6€0°0) (9€2°0) (801°0) (enyea-g)
G8r1'T 8T 0SS0 61C'1 €1¢'8 ¥y €209 arenbs-ny) 359} uedeg
9/¥€°0 $EF8°0 012€0 99%€°0 8/1€°0 LL1€°0 9/1€°0 ‘q'S
€TTe €TTT €TTe €TTT €TTT €TTT €TTT suoneAIasqO
EE) Y S9X S9X EE) Y S9X SoX S9X S}09JJ0 POXIy Iedx
SOX Sax SaK S9K Sax Sax SaK s109530 paxy rred-Anuno)
$309J30 SunjIOMIdN
(6850°0) (Ge¥1°0) (1150°0) (8€90°0) (S050°0) (£050°0) (9050°0)
06200 TLTT0 9900°0 s LSPT0 1€90°0 99900 65900 sseuuadQ
(£1810°0) (65%0°0) (8510°0) (££10°0) (6510°0) (610°0) (6510°0)
#xe 0FS0°0- £290°0~ 08200  sxx  S0S0°0- x  84£0°0- x L9S0°0-  «x €4£0°0- Lm0 1edsty
(TTeo0) (6£90°0) (T¥e00) (1€0°0) (S¥20°0) (8€20°0) (8€20°0)
£6£0°0 £6€0°0~ 8200°0- 82€0°0 0€10°0- 98000~ 01100~ £or0g Areyeuopy
(969¢°0) (666£°T) (Terv o) (T29¢°0) (85¥%€°0) (81%¢°0) (61¥%€°0)
wxe 6486'T s FOPSF sxe CL6S'T xxx COVIT wxx CCLTT  xxx OPITT  sse 9901C ASorouyday
(9801°0) (G062°1) (9190°0) (€0S1°0) (00%0°0) (66£0°0) (£6€0°0)
wxe LT8TO- Ge09'1- 69%0°0 68/¢°0- 9610°0- 1920°0- 0120°0- aper],
JuauLSanUl SU09 Q49S"JUJ purjug Jouig g 1vi0],

papnjoxa s30affa SuryiomiaN

Sa19A2 WLd3-140YS

$3199339 SUD[IOM]aU JNOYIIM elep [edI[IAD UrId)-}roys Sursn sjynsar uorew}sd YL :(7)T d[qeL



63

Trade Networking and Business Cycle Synchronisation

‘04,01 PUB %G ‘9T a3 1e JuedyrudIs a1e Ay} SAedIPUL , “4, “yyy “SISYIUSIEd UI 1€ SIOLIS pIepuelg

(1£9°0) (¥86°0) (£22°0) (862°0) (81%°0) (0%5°0) (96%°0) (enyea-q)
STLT FST0 660'T SLT'T €8¢ ¥S1T ¥3¢C arenbs-1y) 3593 uedeg
€LLY0 16250 29L70 LLLY0 018%°0 1060 65870 ‘q'S
€TTe €TTT €TTe €TTT €TTT €TTe €TTT suoneAIasqO
mw% mm% m@% mm% mm% m®> mm% muumwww ﬁwxﬁ .Hmwf
SOX SaK SOK S9K SaK SaK S9K s109530 paxy tred-Aipumo)
(06£5°0) (ostesm) (6£5€0) (1%29°0) (F¥¥S0) (2695°0) (¥655°0)

e OFITTC + F€00°¢ s 7S00T s 06F1'T xxx €0LTT  xxx L009T s CPIFT $)23332 Sup[I0MIdIN
(¥920°0) (8060°0) (8620°0) (6£80°0) (9200 (£820°0) (62£0°0)
F¢50°0- 6520°0~ 89%0°0~ £620°0- LL%0°0- 6620°0- £6€0°0- ssouuad
(S¥20°0) (9€92°0) (£€20°0) (¥20°0) (9¢20°0) (¢¥20°0) (6£20°0)

x 996070 # LGS0°0 #  ¥850°0 x  £950°0 x 08G0°0 s €F90°0 60900 £or04 1edsL]
(¥2%0°0) (86%0°0) (22£0°0) (90%0°0) (08€0°0) (1££0°0) (1££0°0)
6290°0~ + 82600 x  8G20°0- + 98900~ 688070~ x F6L0°0- s« 0S80°0- £o10g A1erouoy
(59050) (610¥'T) (¥%£9°0) (¥605°0) (89¢5°0) (¥0€5°0) (€925°0)

s GCSTT x  S0S6T s €0LTT xxx 8I61C xxx 060€T  xxx 6SCFT  sxe TBLET ASorouyday
(zsv10) (69890 (9€60°0) (9861°0) (1650°0) (8850°0) (9850°0)
££50°0- £81%°0- £000°0~ 7920°0- 80£0°0- s 6VET0- « 0601°0- apeif,
JuauLSaaUl SU0d Q49S7JUJ purjug Jourg g 1v30],

papnjour spoaffo SuryiomiaN

$10Rd wad3-8uog

$1237J2 SuDp[I0M}aUu Y}IM BIep [edT[24d wrdj-Suof Sursn

SJNSaI UorjewI}sa YL :(I)T d[qeL



Journal of Quantitative Finance and Economics. 2023, 5, 1

64

04,01 PUB %G ‘9T a3 1e JuedyrudIs a1e Ay} SAedIPUL , “4, “yyy “SISOUIUSIERd UI 1€ SIOLID pIepuelg

(£9¢°0) (696°0) (069°0) (£6970) (9¢6¢0) (09%°0) (szv°0) (enrea-qg)
70T 0520 97T 9e¥'1 6£T°€ 786¢C 064°C arenbs-1y) 3593 uedeg
£08%°0 $656°0 08.%°0 £18%°0 198%°0 066¥%°0 LE6T0 ‘q'S
€TTT €TTT €TTe €TTe €TTT €TTT €TTT suoneAIasqO
mw% mm% mw% mw% mm% m®> mm> muumwww ﬁwxﬂ .Hmwf
SOX Sax S9K S9x Sax SaK SaK s109530 paxy tred-Arpuno)
$193339 SuppIOM)dN
(8920°0) (1860°0) (2920°0) (8880°0) (€££0°0) (9620°0) (98£0°0)
61500~ 9%€0°0~ 8%50°0- 0€€0°0- 0850°0- 08€0°0- 8¢H0°0- ssouuad
(1520°0) (¥0€0°0) (s€20°0) (9%20°0) (8€20°0) (¥¥20°0) (1¥20°0)
« 0/%0°0 9T¥0°0 # S0S0°0 «  €LF0°0 x  L6V0°0 x  [SS0°0 x L1800 £or04 1edsL]
(9%%0°0) (8%%0°0) (19€0°0) (zev00) (62£0°0) (¥2££0°0) (0££0°0)
9¢%0°0~ L¥90°0~ S¥50°0- Gev0°0- x ¥S49°0- 02S0°0- ¥090°0- £o10g Areyouoy
(1115°0) (8165°T) (€619°0) (¥015°0) (88¢5°0) (89€5°0) (61€5°0)
s G610C x 97S6C s 1800°T xxx €990°C xxx LECTT  xxx €90€T  sxx L69TT ASorouyday
(¢0s1°0) (6558°0) (8160°0) (6802°0) (z190°0) (9290°0) (21900
6¥90°0- T6T6°0- £600°0 010T°0- £680°0- x 96ST°0- s« 9EET0- apeif,
JuauLSaQUL SU0o Q49S7JUJ purjug Jourg g 1v30],

papnjoxa sp0affa SuryiomiaN

$1oRd wad3-8uog

$193JJ2 SUD[IOM}aU NOYIIM BIep [edT[24D urId}-Suo] Sursn s} nsar uorjewn}sa L :(2)g d[qelL



Trade Networking and Business Cycle Synchronisation 65

Tables 3 and 4 present the results of examining the effects of the regional
dummy. These are the results of the estimation with a dummy for the trade
intensity (total trade) and monetary policy variables, assuming that the
effects of changes in these variables differ depending on the region and
stage of development.® This study sets a regional dummy for the Euro area
(dummy 1), the European Union (dummy 2), East Asia (China, Taiwan,
Indonesia, Korea, and Japan, dummy 3), three North American countries
(Canada, the United States, and Mexico, dummy 4), and a developing-
country dummy (nine developing countries listed in Chapter 4, dummy 5).

In Table 3 (1), which presents the estimation result of the short-term
cycle, the conclusion that the trade variable does not affect the business
cycle when the networking effect is added, remains unchanged except in
the estimations with dummies 1 and 2 (Euro area and European Union).
These results are consistent with previous researches. As discussed
previously, the effect of trade on business cycle linkage between pairs of
developed and developing countries is detected differently because inter-
industrial rather than intra-industrial trade is predominant in pairs of
developing countries; thus, the economies of the countries involved in trade
tend to move asymmetrically. However, economies tend to comove among
industrialised countries, as horizontal intra-industry trade, which exchanges
differentiated final goods belonging to the same industry, is predominant.
The networking effect on business cycle linkage was significant in all
estimations. The monetary policy variables for which significant results
under assumed sign conditions were not obtained in Tables 1 are significant
under the assumed sign conditions in the estimations with dummies 1 and
2. The estimation results for the short-term cycle without networking effects
in Table 3 (2) are almost identical to those in Table 3 (1).

The estimation results for the long-term cycle in Table 4 are almost the
same as those for the short-term cycle. However, the coefficients of the
interaction term between the trade and dummy variables are insignificantly
estimated, and the coefficients of the trade variable are estimated with the
minus sign in almost every case, regardless of whether the networking effect
is included or not.

The aforementioned estimation results are summarised as follows: (1)
The trade intensity between two countries has no positive effect on their
business cycle synchronisation with the exception of the short-term cycles
in European countries; (2) The networking of trade, in which numerous
countries participate, enhances business cycle synchronisation in two
countries. This result is confirmed when tradables are divided into final
and intermediate goods, and trade variables are estimated with different
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dummy variables; (3) The significance of the monetary and fiscal policy
variables varies depending on different specifications; however, these
variables tend to be estimated with the expected sign condition in the long-
term cycle estimations; and (4) The correlations between two countries’
technology shocks are estimated significantly as positive coefficients, as
expected in all specifications.

6. Conclusion

We examined how the results would change when the networking effects
of trade were considered in an analysis regressing the linkage of two
countries’ business cycles on the strength of trade between them. Regarding
the networking effect of trade, we used an index of the degree to which two
countries share a common trading partner besides one another. This study
considered the possibility that the correlation coefficient of business cycles
increases under the influence of third countries. The results of the analysis
indicated that the networking of trade enhances business cycle linkages,
but bilateral trade has no such effects. This result remained unchanged when
tradable goods were divided into final goods and intermediate goods, final
goods were divided into investment and consumer goods, and intermediate
goods were divided into manufacturing and service industries. Estimates
that do not incorporate networking effects may misunderstand correlations
between trade and business cycle linkages, and the results of this study are
likely to effect major changes to future research in this area.

Notes
https:/ /data.worldbank.org/indicator/TM.TAX.MRCH.WM.AR.ZS

2. We also estimated equations with the interaction terms between the fiscal policy
variable and dummies and between the networking effect and various trade
variables. The coefficients of these interaction terms were insignificantly estimated.
The latter estimation was conducted to examine the possibility that the effect of
trade networking on business cycle linkages would be different depending on
different tradables.
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